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Example 1
2

Model the following sentences with predicate logic, as detailed as possible. 
Clearly indicate  the intended meaning of all function, predicate, and constant 
symbols that you use.

(a) Every integer that is greater or equal than one is also greater 
or equal than two.
(b) For any two integers, their sum is smaller than their product
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Model the following sentences with predicate logic, as detailed as possible. 
Clearly indicate  the intended meaning of all function, predicate, and constant 
symbols that you use.

(a) Every integer that is greater or equal than one is also greater 
or equal than two.
(b) For any two integers, their sum is smaller than their product

𝐴 = ℤ
(a) ∀𝑥 𝑥 ≥ 1 → 𝑥 ≥ 2
(b) ∀𝑥∀𝑦 (𝑥 + 𝑦 < 𝑥 ∗ 𝑦)

𝑥 < 𝑦 … x is smaller than y
𝑥 ≥ 𝑦 … x is greater or equal than y
𝑥 + 𝑦… returns the sum of x and y
𝑥 ∗ 𝑦… returns the product of x and y
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The syntax of predicate logic is defined via 2 types of sorts: terms and formulas. 

• What are terms and what are formulas? 
• Give the definitions and examples for both.
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prop. variables like 𝑥, 𝑦
predicates like 𝑃(𝑥, 𝑦), 𝑥 = 𝑦
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Explain the algorithm of how to decide the equivalence of 
combinational circuits via the reduction to satisfiability.



Example 3
7

Explain the algorithm of how to decide the equivalence of 
combinational circuits via the reduction to satisfiability.
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𝒙𝟏 𝒙𝟐 𝒙𝟑

𝒙𝟒 𝒙𝟓

𝒙𝝋

𝐶𝑁𝐹 𝜑 = 𝑥𝜑 ∧

¬𝑥4 ∨ 𝑥𝜑 ∧ ¬𝑥5 ∨ 𝑥𝜑 ∧ 𝑥𝜑 ∨ 𝑥4 ∨ 𝑥5 ∧

¬𝑝 ∨ 𝑥4 ∧ ¬𝑥1 ∨ 𝑥4 ∧ ¬𝑥4 ∨ 𝑝 ∨ 𝑥1 ∧
¬𝑥5 ∨ 𝑥2 ∧ ¬𝑥5 ∨ 𝑥3 ∧ ¬𝑥2 ∨ ¬𝑥3 ∨ 𝑥5 ∧

¬𝑥1 ∨ ¬𝑞 ∧ 𝑥1 ∨ 𝑞 ∧ ¬𝑥2 ∨ ¬𝑝 ∧ 𝑥2 ∨ 𝑝 ∧
¬𝑥3 ∨ ¬𝑟 ∧ (𝑥3 ∨ 𝑟)
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For each of the following sequents, either provide a natural deduction proof, or a 
counterexample
that proves the sequent invalid.
• For proofs, clearly indicate which rule, and what assumptions/premises/ intermediate results 

you are using in each step. Also clearly indicate the scope of any boxes you use.
• For counterexamples, give a complete model. Show that the model satisfies the premise(s) of 

the sequent in question, but does not satisfy the respective conclusion.

⊢ 𝑝 ∧ 𝑞 → ¬(¬𝑝 ∨ ¬𝑞)
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⊢ 𝑝 ∧ 𝑞 → ¬(¬𝑝 ∨ ¬𝑞)
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For each of the following sequents, either provide a natural deduction proof, or a 
counterexample
that proves the sequent invalid.
• For proofs, clearly indicate which rule, and what assumptions/premises/ intermediate results 

you are using in each step. Also clearly indicate the scope of any boxes you use.
• For counterexamples, give a complete model. Show that the model satisfies the premise(s) of 

the sequent in question, but does not satisfy the respective conclusion.

¬∃𝑥𝑃 𝑥 ∨ ¬∃𝑦𝑄 𝑦 ⊢ ∀𝑧¬(𝑄 𝑧 ∧ 𝑃(𝑧))
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¬∃𝑥𝑃 𝑥 ∨ ¬∃𝑦𝑄 𝑦 ⊢ ∀𝑧¬(𝑄 𝑧 ∧ 𝑃(𝑧))
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No fresh variable 
for forall introduction

Assumption should be here
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The sequent is not provable! The following Model M is a counterexample:
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𝑓𝑟 = 𝑞 ∨ ¬𝑝 ∧ ¬𝑞 ∨ 𝑝
𝑓𝑟𝑞 = 𝑝

𝑓𝑟𝑞𝑝 = ⊤

𝑓𝑟𝑞¬𝑝 =⊥

𝑓𝑟¬𝑞 = ¬𝑝 = ¬𝑓𝑟𝑞

𝑓¬𝑟 = ¬𝑝 ∧ ¬𝑞
𝑓¬𝑟𝑞 = ⊥

𝑓¬𝑟¬𝑞= ¬𝑝 = ¬𝑓𝑟𝑞

𝑓

𝑟

𝑞

𝑝

𝑞

𝑓

𝑟

𝑞

𝑝

𝑞
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Explain the problem of satisfiability modulo theories. As part of your explanation, 
explain what a theory is and explain the meaning of theory-satisfiability.
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Explain the problem of satisfiability modulo theories. As part of your explanation, 
explain what a theory is and explain the meaning of theory-satisfiability.

A theory fixes the interpretation/meaning of the predicate and function symbols that can be used in the 
formula. Thus, for checking theory-satisfiability, only models that interpret the functions and predicates as 
defined by the axioms in the theory are relevant.
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Explain the concept of Lazy Encoding to decide satisfiability of formulas in a 
first-order theory.
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Explain the concept of Lazy Encoding to decide satisfiability of formulas in a 
first-order theory.

• The propositional skeleton of 𝜑 is given to a SAT solver. 
• If a satisfying assignment is found, it is checked by a theory solver. 

• If the assignment is consistent with the theory, 𝜑 is 𝑇-satisfiable.
• Otherwise, a blocking clause is generated.

• The SAT solver searches for a new assignment. 
• This is repeated until either a 𝑇-consistent assignment is found, 

or the SAT solver cannot find any more assignments.
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• Explain the concept of eager encoding to solve formulas in in SMT. 
• Give the 3 main steps that are performed in algorithms based on eager encoding.
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• Explain the concept of eager encoding to solve formulas in in SMT. 
• Give the 3 main steps that are performed in algorithms based on eager encoding.

Translates original formula to equisatisfiable propositional formula by 
eagerly adding any instances of axioms that could be needed.

Steps:
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